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Abstract 
The present paper deals with the review work of the present trend of data and its types. This paper deals with the named entity 

recognition in biomedical filed and its categories. Named entity is a task which involves the extraction of information in relation to 

biomedical data. It   extracts the information regarding the clinical problems, solutions, practices and other details relating to 

problems which will help the clinicians to handle the other such cases in further. So in general the named entity recognition in 

the field of biomedical is a ready encyclopedia for the society and people.  
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1 INTRODUCTION                                                                     

Named-entity recognition (NER) is a subtask of 
 information extraction that seeks to locate and classify named 
entities in text into pre-defined categories such as the names of 
persons, organizations, locations, expressions of times, quanti-
ties, monetary values, percentages, etc. The present era is a 
developmental era and it is well acknowledged the easy ex-
pansion and distribution of the Internet has resulted in large 
quantity of information being produced and shared, which it 
exist  in the form of textual data, images, videos and sounds. 
This shocking flow of data is also factual for specific area such 
as biomedical. The publications such as articles, books and 
technical reports, journals are available enormously. The valu-
able information are collected and accumulated in the form of 
structured data resources.  

Named Entity Recognition (NER) is big  task involved 
in Extracting Information in order to identify and classify the 
types of information .Named Entity serves as the basis for oth-
er important fields of  information management like; Semantic 
Annotation, Question Answering, Ontology Population and 
Opinion Mining. 

In general, named-entity recognition (NER) mainly 
based on identifying the names of persons, locations, and or-
ganizations in news articles, reports, and even tweets. The 
availability of annotated corpora, supervised learning me-
thods have been widely accepted and prevail unsupervised. 
Such a state-of-the-art NER system has not only achieved high 
performance for human annotators but on another side Bio-

medical-Named Entity Recognition are getting better advan-
tage with the annotated corpora to learn from. Recent ad-
vancement in the system could efficiently find clinical prob-
lems and gene names.  
 

With the sudden increase of information in the bio-
medical domain there is a huge demand for automated bio-
medical information extraction techniques. The named entity 
(NE) recognition in the fields such as proteins, DNAs, RNAs, 
cells etc. has become an important tasks in the discovery of 
biomedical knowledge. While a number of algorithms have 
been planned for this task, biomedical named entity recogni-
tion (NER) is still remains a demanding task and an active 
area for research in the field of biomedical. 

  

1.1 Why do we need Named Entity Recognition?  
According to a market survey performed by IDC, be-

tween 2009 and 2020 the amount of digital information will 
grow along with the staffing and investment to manage it. 
Dealing with the disparity is very big challenge and is one of 
the proposals to improve the crisis by developing tools for the 
search and discovery of information which includes the ways 
to convert structure to unstructured data. Named Entity Rec-
ognition implies identifying the interest in unstructured texts 
which is exactly one of the major goal and serving as the basis 
for many other vital areas of information. 

IJSER

http://www.ijser.org/
https://en.wikipedia.org/wiki/Information_extraction
https://en.wikipedia.org/wiki/Named_entity
https://en.wikipedia.org/wiki/Named_entity


International Journal of Scientific & Engineering Research Volume 8, Issue 5, May-2017                                                                                           111 
ISSN 2229-5518  

IJSER © 2017 
http://www.ijser.org  

 

2 Evolution of Named Entity Recognition 
The term “Named Entity” was first coined in the sixth 

message understanding conference by (MUC-6) (Grishman & 
Sundheim, 1996).  In 2002 Petasis and co workers advocated 
NE definition as to “a proper noun, serving as a name for 
something or someone”. They justified this restriction merely 
because of the significant percentage of proper nouns present 
in a corpus. On the other hand Alfonseca and Manandhar de-
fined NER as “the task of classifying unknown objects in 
known hierarchies that are of interest for us for being very 
useful to solve a particular problem”. This approach has been 
followed by the BBN hierarchy and the GENIA ontology for 
Information Retrieval (IR) and Question Answering (QA) 
tasks.  
 

2.2  What is a Named Entity?  
Experts in Named Entity Recognition have given sev-

eral definitions for NE. After analysis we understand that NE 
can be classified into following four criterions: grammatical 
category, rigid designation, unique identification and domain 
of application. 

There have been many attempts to develop tech-
niques to identify NE in the biomedical literature. There are 
two main steps of named entity recognition: detecting boun-
daries of entity mentions and classifying the mentions into 
pre-defined semantic categories. The task of entity is to con-
nect or normalize that is connecting a term to an exclusive 
concept identifier in a terminology.  

 

3 Unsupervised Named Entity Recognition 
NLP community has invested lot of efforts in unsu-

pervised NER. Early work relies on heuristic rules and lexical 
resources such as WordNet. More recently, Alfonseca and Ma-
nandhar proposed named entity classification as a word sense 
disambiguation mission and cluster words based on the words 
with which they co-occur repeatedly in online search results. 
The context word frequency vector, which represents the se-
mantics of words to be classified, is called “signature.”  

Nadeau et al. give a system of retrieving entity lists by 
web page wrapper, followed by disambiguation through heu-
ristic rules. Sekine and Nobata give definitions and rule-based 
taggers for 200 categories of entities, as well as a standard tax-
onomy of general entities.  
 

3.1 Biomedical Named Entity Recognition 
There are two major research directions in BM-NER: finding 
gene, protein, and related biological and genetic terms, and 
also finding disease, drug names, and other medical terms. We 

use biological NER and medical NER to represent these two 
research sub-domains respectively.  

The early NER systems in both the fields are typically 
rule-based or lexicon-based, several of which are widely ac-
cepted. MedLEE is a general natural language processor for 
clinical texts, encoding and mapping terms to a controlled vo-
cabulary; GENIES is a system extracting molecular pathways 
from journal articles, which is modified from MedLEE; ED-
GAR is a natural language processing system that add infor-
mation about drugs and genes relevant to cancer from the 
biomedical literature; AbGene is one of the most and best suc-
cessful NER systems for gene and protein; MetaMap, devel-
oped by National Library of Medicine(NLM), is a tool disco-
vering UMLS Metathesaurus concepts referred to in text. 
Many of these systems highly resort to lexical knowledge re-
sources such as GO and UMLS.  

Very recently cTAKES provides concept identification 
and normalization to UMLS in clinical texts. In the medical 
domain, the first publicly available corpus for NER evaluation 
was created in the i2b2 challenge 2010. In this event, 22 super-
vised and semi-supervised systems were developed for entity 
extraction, and most of the leading systems used CRF, except 
for the best performed system. Before the availability of i2b2 
corpus, recent research very much focused  on evaluation on, 
extension to, and comparison with MetaMap and its predeces-
sor MMTx. Meystre and Haug evaluate MMTx with a auto-
matically list of clinical problems. 
 

4 Challenges and Opportunities in NER  
NER is not a solved task, but it can be solved. At least, 

to the extent any other domain-dependent task can be consi-
dered as solved. The difficulty is that present assessment, 
practices and resources in NER do not permit us to decide. 
NER has been considered a solved problem when the system 
achieves a minimum performance with a good result of NE 
types. We are not sure about the present techniques which 
perform with other types of NE with different kinds of docu-
ments. There are no traditionally accepted ways to assess the 
new types of NE tools and its recognition nowadays. The new 
evaluation methods have to solve some of the limitations and 
they are not enough to assess the development of NER be-
cause they asses systems with unusual goals which are not 
valid for most NER applications. 
 

Conclusions  
Named Entity Recognition play an  important role in 

Information Extraction tasks such as Identification of Relation-
ships and Scenario Template Production, as well as other areas 
such as Semantic Annotation, Ontology Population or Opinion 
Mining, just to name a few. However, the definitions given for 
Named Entity have been very diverse, ambiguous and incon-
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gruent so far. It is necessary to take NER back to the research 
community and develop adequate evaluation forums, with a 
clear idea about the task and user models, and the use of ap-
propriate measures and standard methodologies. Only by 
doing so may we really contemplate the possibility of NER 
being a solved problem. 
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